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This work presents a new technique for automatically generating the 3D scanning surface for acoustic
imaging using microphone arrays. Acoustic images, or maps, of sound coming from spatially distributed
sources, may be generated from microphone array data using algorithms such as beamforming. Tradi-
tional 2D acoustic maps can contain errors in the near-field if the object being imaged has a 3D shape.
It has been shown that using the 3D surface geometry of an object as a scanning surface for beamforming
can provide more accurate results. The methods used previously to generate this 3D scanning surface
have either required existing CAD (Computer-Aided Design) models of the object being acoustically
imaged or have required separate equipment which is generally bulky and expensive. The new method
uses one or more cameras in the array, a data projector, and structured light code to automatically gen-
erate the 3D scanning surface. This has the advantage that it is inexpensive, can be incorporated as an
add-onto existing microphone arrays, has short scan time, and is capable of being extended to imaging
dynamic scenes. This technique is tested using beamforming and CLEAN-SC (CLEAN based on spatial
Source Coherence) algorithms for a spherical array and an Underbrink multi-arm spiral array. For sound
sources located about 1.2 m from the array, the mean position errors obtained are 6 mm. This is a quarter
of the diameter of the mini-speakers being used as a sound sources.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

The microphone phased array (also known as the acoustic cam-
era) has been developed as a tool to enable the position and mag-
nitude of sound sources to be identified. Microphone phased arrays
are widely used by industries such as aeroplane and automotive
manufacturers to identify sound sources. A commonly used acous-
tic imaging algorithm is beamforming [1,2], which uses delaying
and summing of microphone channel data to obtain acoustic
images or ‘maps’. However, the beamforming maps contain an
interference pattern artefact referred to as sidelobes. Image sharp-
ening or deconvolution techniques have been developed to remove
these sidelobes and attempt to obtain the true sound source distri-
bution. Examples of these algorithms are DAMAS (Deconvolution
Approach for the Mapping of Acoustic Sources) [3] and CLEAN-SC
(CLEAN based on Source Coherence) [4]. The other methods used
to generate acoustic maps from microphone phased array data
are acoustic holography [5] and inverse methods [6].
1.1. Acoustic imaging using traditional 2D scanning surfaces

Acoustic imaging techniques, such as beamforming and decon-
volution, have traditionally used the assumption that the acoustic
sources lie on a plane. A 2D scan surface is used which is oriented
perpendicular to the array’s principle forward direction (the array
Z-axis). This can lead to errors in the resulting acoustic maps if the
sound sources are offset from the 2D scanning surface. These errors
appear as projection/parallax errors in the plotting of the acoustic
maps [7] and incorrectly estimated sound pressure levels (SPL) and
location of sound sources [8–10]. These beamforming magnitude
and position errors result from incorrect focus (time delays) being
used for the beamforming.
1.2. Acoustic imaging using 3D scanning surfaces

Beamforming and deconvolution have been performed using a
3D grid [11–14]. However, unless the microphone arrays surround
the object being imaged, there is poor resolution in the array Z-
axis. Another problem is that these 3D grids can contain a large
number of scan points, making deconvolution of these 3D grid
beamforming maps very computationally expensive.

An alternative technique that has been developed is to use a
scanning surface for beamforming which corresponds to the 3D
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surface geometry of the object that is being acoustically imaged.
This method is said to provide the correct beamforming focus (time
delays) for sound propagating from the surface of the object and
should provide more accurate measured sound pressure levels,
positions, and plotting. Different methods have been used to gen-
erate the 3D scanning surfaces for acoustic imaging. GFaI uses a
CAD model of an object [15] or a laser scanner for acoustic imaging
of the interior of rooms [16]. Pininfarina Full Scale Wind Tunnel
tests obtained the 3D surface geometry of the exterior of cars,
using stereoscopic imaging and a static pattern projected onto
the object. Irimia et al. [10] (MicrodB/LMS) uses a laser scanner, at-
tached to a solid spherical array, to obtain the 3D geometry of the
interior of cars for acoustic imaging. Another acoustic imaging
technique that uses the surface geometry of an object is the acous-
tic holography technique referred to as conformal mapping. Brüel &
kJær measure the surface geometry of an object using a sonic con-
tact measurement tool. However, this process can be slow and,
therefore, is generally only applied to small areas [17].

1.3. New 3D acoustic imaging technique

The automatic 3D acoustic imaging technique presented in this
work was developed as part of research comparing 2D and 3D
acoustic imaging methods [26,29,30]. This work was the first to
investigate deconvolution (image sharpening) of beamforming
maps which were generated using the 3D surface geometry of an
object as a scanning surface. A key requirement was the ability
to accurately determine this 3D surface geometry relative to the
microphone array. This paper presents a technique which was
developed to allow the 3D scanning surface to be automatically
generated using structured light scanning [18,19]. Structured light
scanning was decided on because it is robust, inexpensive, fast, and
capable of imaging dynamic scenes. Most microphone phased ar-
rays contain a camera and hence only the addition of a data projec-
tor and software is required to convert these microphone arrays
into a structured light scanner.

2. Acoustic imaging theory

Consider sound propagating through air from sound sources lo-
cated at X

!
s to M microphones in an array having coordinates X

!
m.

The time domain microphone data may be converted into the fre-
quency domain by dividing it into J blocks of length K, and for each
data black obtaining a (M � 1) element array of FFT (Fast Fourier
Transform) coefficients U for each frequency bin. The resulting fre-
quency domain microphone data may be modeled as

UðjÞ ¼
XS

s¼1

CðX!sÞQðX
!

s;jÞ þ EðjÞ; j ¼ 1 . . . J ð1Þ

where C is the (M � 1) array propagation vector, Q is the sound
source strength, and E is an (M � 1) element array of uncorrelated
channel noise coefficients. A generic term for the array propagation
vector may be given by

CmðX
!

sÞ ¼
exp �ixrmðX

!
sÞ

� �
KmðX
!

sÞ
; ð2Þ

where x is the angular frequency, rmðX
!

sÞ is the acoustic propaga-
tion time from the sound source at X

!
s to a microphone at X

!
m, and

KmðX
!

sÞ is a term to allow for spherical spreading [20].
A frequency domain beamforming (N � 1) acoustic map b may

then be generated by defining a grid of scan points located at ~n
and calculating

bð~nnÞ ¼ jwyð~nnÞUj2
D E

; ~nn ¼~n1 . . .~nN ð3Þ
where h�i is the time average and w is an (M � 1) array steering vec-
tor. A generic term for the mth element of the array steering vector
may be given by

wmð~nnÞ ¼
expðixsmð~nnÞÞ

DmðX
!

sÞ
; ð4Þ

where x is the angular frequency, sm and is the beamforming time
delay, and Dm is an amplitude correction factor. Using Eq. (1) and
assuming a unit magnitude source, one may model Eq. (3) as

bð~nnÞ ¼ wyð~nnÞCðX
!

sÞCyðX
!

sÞwð~nnÞ: ð5Þ

Expanding this equation and substituting in Eqs. (2) and (15)
gives

bð~nnÞ ¼
XM;M

m;m0¼1

exp ix drmm0 ðX
!

sÞ � dsmm0 ð~nnÞ
h i� �

Dmð~nnÞKmðX
!

sÞKm0 ðX
!

sÞDm0 ð~nnÞ
ð6Þ

where drmm0 ðX
!

sÞ and is the difference in the propagation time from
the sound source at X

!
s to the two microphones respectively at

coordinates X
!

m and X
!

m0 and dsmm0 ð~nnÞ is the corresponding differ-
ence in the beamforming time delays used for theses two micro-
phones for scan point ~nn.

2.1. Beamforming phase error

Traditionally acoustic maps have been generated using 2D scan-
ning surfaces. If the scanning surface is offset from the sound
source location, errors can occur in the amplitude and position of
sound sources in beamforming acoustic maps. These errors may re-
sult from incorrect focus (time delays) being used for the beam-
forming. To explain this, one may consider sound waves
propagating under free-field conditions through still, homoge-
neous air from a sound source located at position X

!
s to two micro-

phones located respectively at positions X
!

m and X
!

m0 in an array
containing M microphones. The difference in acoustic propagation
time between the two microphones may be described by

drmm0 ðX
!

sÞ ¼
kX
!

m � X
!

sk � kX
!

m0 � X
!

sk
c

; ð7Þ

where c is the speed of sound.
Now consider that the beamforming is performed for the nth

scan point with coordinate ~nn. The difference between the beam-
forming time delays for the two microphone signals would be

dsmm0 ð~nnÞ ¼
kX
!

m �~nnk � kX
!

m0 �~nnk
c

: ð8Þ

The maximum constructive interference of the two beam-
formed microphone signals should occur when drmm0 ðX

!
sÞ ¼

dsmm0 ð~nnÞ.
The beamforming phase error for two channels of microphone

data may, therefore, be described by

Dmm0 ðX
!

s;~npÞ ¼
2pc
k

drmm0 ðX
!

sÞ � dsmm0 ð~npÞ
h i

; ð9Þ

where k is the wavelength and~np is the theoretical coordinate in an
acoustic map where a peak should occur due to a sound source at
X
!

s. A phase error of zero will give maximum constructive interfer-
ence, while a phase error of p will give the maximum destructive
interference of the beamformed microphone signals. Using perspec-
tive projection from the center of the microphone coordinates X

!
mc

to a sound source at X
!

s, the theoretical coordinates of ~np may be
modeled as

~np ¼ ðX
!

s � X
!

mcÞ
Z
Zs
þ X
!

mc; ð10Þ



Fig. 2. Structured light experimental setup for a spherical microphone array
containing three cameras and a data projector used to obtain 3D surface scans of an
object for acoustic imaging.
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where Z is the z component of~n� X
!

mc and Zs is the z component of
X
!

s � X
!

mc .
As an example, consider the microphone, sound source, and 2D

scanning surface configuration shown in Fig. 1. The theoretical
phase error obtained during beamforming for this configuration,
may be approximated as

Dmm0 ðX
!

s;~npÞ �
pD2

k
1
R
� 1

r

� �
: ð11Þ

This equation demonstrates that the beamforming phase error
increases as.

� The offset |R � r| of the 2D scanning surface from the sound
source location increases.
� The wavelength k reduces.
� The distances R and r reduces.
� The separation D of the microphones increases.

However, it will also depend on the relative positions of the
microphones. This beamforming error is eliminated if R = r. This
is achieved if a 3D scanning surface is used which corresponds to
the 3D surface geometry of the object emitting sound.

3. Equipment and methodology

Figs. 2 and 8(a) respectively show the structured light setup
used for a 72 element, 0.6 m diameter spherical array and a 72 ele-
ment, 0.9 m diameter Underbrink multi-arm spiral array. Although
a full size data projector was used here, an inexpensive mini-data
projector could instead have been used.

3.1. Calibration

3.1.1. Camera and projector calibration
To achieve accurate structured light scans, the cameras and pro-

jector need to be calibrated. The projector can be modeled as a
camera where the light travels in the opposite direction to usual.
The calibration was achieved using a combination of modified ver-
sions of Lanman and Taubin’s structured light MATLAB code
‘‘mlStructuredLight’’ [21], Falcao et al.’s ‘‘Camera-Projector Calibra-
tion Toolbox’’ [22], and Bouguet’s ‘‘MATLAB Camera Calibration
Toolbox’’ [23].

Calibration parameters were obtained by projecting a checker-
board pattern onto the screen which has a second, printed, check-
erboard pattern glued onto it, see Fig. 3. An image is captured of
the projected checkerboard pattern. The projected pattern is then
turned off. Without moving the screen, an image is then captured
of the printed checkerboard pattern on the screen. This is repeated
for a range of positions and orientations of the screen. Camera cal-
ibration is first performed. For each image of the printed checker-
board pattern, the pixels corresponding to the checkerboard
Fig. 1. Simplified geometry for two microphones in a planar array to enable a
general/simplified beamforming phase error equation to be obtained.

Fig. 3. Calibration rig used for structured light calibration. Image (a) shows the
printed checkerboard pattern, which is glued onto its surface. A second checker-
board pattern, which is projected onto the calibration rig, is shown in image (b).
pattern corners are obtained. These, combined with the dimen-
sions of each checker square, are used to obtain the camera’s
intrinsic and extrinsic calibration parameters [24,25,23]. The
intrinsic parameters describe the projection of light from a point
in front of the camera onto a 2D pixel coordinate behind the
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camera lens and include factors such as focal length and lens dis-
tortion. The extrinsic parameters describe the position and orienta-
tion of a camera in a checkerboard reference frame. This calibration
method was also be used for stereo camera calibration. The pro-
jected checkerboard parameters were obtained in a similar manner
using the images of the projected checkerboard pattern and the
camera calibration data.
3.1.2. Microphone coordinate calibration
Acoustic imaging using a microphone array requires that the

coordinates of the microphones be known accurately. Ref. [26] de-
tails the methodology used for the spherical array to automatically
obtain the coordinates of the microphones in the reference frame
of one of the cameras in the array. Since the structured light scans
were obtained in this same reference frame, this allowed the scan
points obtained during the structured light scan to be used as
acoustic imaging scan points without the need for any further rota-
tion or translation. The Underbink multi-arm spiral array camera
alignment had been achieved using a manual process before the
automatic calibration method described above was developed.
3.2. Description of structured light implementation

Binary and gray code structured light scanning software, writ-
ten by Lanman and Taubin [21], has been used in this work to gen-
erate the structured light scans. A sequence of images, consisting of
columns and rows of light and dark stripes are projected onto an
object. One or more cameras are used to capture images of this se-
quence on the surface of the object. The deflection of these stripes
enables a 3D point cloud to be generated using triangulation. These
gray code structured light scans take about 15 s to capture the raw
data files. Other structured light scanning techniques, such as color
coding, could have been used which allow real time scans to be
obtained.
3.2.1. Point cloud processing/merging
The raw point cloud obtained by a structured light scan was

processed before being used for acoustic imaging. First, scan points
outside the area of interest were removed. Isolated points were
then identified using an algorithm that calculated the average dis-
tance of each point from its N nearest neighbors. If the average dis-
tance was greater than a cut off value, the point was assumed to be
noise and was removed from the point cloud. In this example, scan
points with a mean distance greater than 10 mm from their 50
nearest neighbors were considered to be noise and were removed.
The resulting point clouds can still contain a large number of scan
points, which could be computationally expensive if used directly
for acoustic imaging. To address this, an option was added that al-
lowed scan points to be removed which were closer than a cutoff
value to their nearest neighbor. This cut off distance can be itera-
tively increased until the desired resolution was achieved.

The scanner can only detect the portion of the object’s surface
which is illuminated by the data projector and which can be seen
by the camera/cameras. To generate a full model of an object, mul-
tiple scans may need to be made, with the object at different orien-
tations, and the resulting point clouds merged. To merge two point
clouds, a rigid body rotation is used to roughly align the point
clouds. The parameters of this transformation may be obtained
from knowledge of the extrinsic parameters of the scanner relative
to the object’s reference frame. Alternatively, common features in
the two point clouds may be selected, manually or automatically,
and the rigid body transformation parameters calculated. An itera-
tive closest point (ICP) algorithm of overlapping sections may then
be used to fine tune the merging of the point clouds.
4. Acoustic imaging using structured light scans

Acoustic imaging was performed using the processed struc-
tured light scans. An object was set-up in front of the microphone
array containing M microphones. Speakers were positioned against
or inserted into the surface of the object. A structured light scan
was made and microphone recordings made of white noise played
on the speakers. The microphone data were processed to obtain
(M �M) cross spectral matrices G. This is generated by dividing
time domain data into J blocks of length K, taking a FFT (Fast Fou-
rier Transform) of windowed time domain data in each block, and
for each frequency bin calculating

G ¼ 1
WmJ

XJ

j¼1

UðjÞUyðjÞ
� �

; ð13Þ

where U(j) is an (M � 1) element array of FFT values, Wm is a win-
dowing function value, and � is the Hermitian transpose. In this
work, time domain data blocks of lengths K = 4096 samples, an
overlap of data blocks of fifty percent, and a Hann window were
used [27]. The cross spectral matrices were then summed into
twelfth octave frequency bands. These cross spectral matrices were
then calibrated using Dougherty’s eigenvalue calibration method
[20]. Beamforming acoustic map b was then generated in each
twelfth octave frequency band using

bð~nnÞ ¼ wyð~nnÞG wð~nnÞ;~nn ¼~n1 . . .~nN ; ð14Þ

where the array steering vectors were calculated using

wmð~nnÞ ¼

exp ix X
!

m�~nn

��� ���=c

X
!

m�~nn

��� ���ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
m¼1

1

X
!

m�~nn

��� ���� �2

s : ð15Þ

Note that Eq. (14) is an expanded form of Eq. (3). Deconvolution
of these beamforming maps was performed using CLEAN-SC [28].

The beamforming resolution of the two arrays used in this work
were poor below 5–6 kHz. Also, references [29,30] had shown that,
for the spherical array, the errors in 2D method for the near-field
increased with frequencies above 5 kHz, while that of the 3D meth-
od remained relatively constant to over 15 kHz. Therefore, in this
work, only results from one 1/12th octave frequency band, cen-
tered at 6.8 kHz, have been presented. This frequency should pro-
vide a near best case scenario for the conventional 2D method
results presented in Section 5.

4.1. Spherical array

The spherical array structured light scanning system shown in
Fig. 2 was used to generate structured light scans of a sheet of
plexiglass with six speaker inserted into its surface, see Fig. 4. This
was the calibration rig that had been used to automatically cali-
brate the cameras and obtain the coordinates of the microphones
[26]. The plexiglass sheet was set up approximately 0.9 m from
the front of the array. This structured light scan was used as to gen-
erate acoustic maps, see Fig. 5. The CLEAN-SC acoustic map, for the
1/12th octave band centered at 6.8 kHz, gave a mean position error
of 6 mm for the speaker locations. This is 1/4 of the diameter of the
mini-speakers used. This is consistent with the results presented in
Refs. [29,30].

Acoustic images were then generated for a small cardboard box
(approx. 220 � 260 � 290 mm). The box was set up approximately
one meter from the front of the array. Speakers were positioned
against its surface and a structured light scan was made, see
Fig. 6. This was then used to generate acoustic maps, see Fig. 7.
For this object, it was harder to determine the exact position of



Fig. 4. The camera image in (a) shows the calibration rig which was used as a sound
source object for acoustic imaging. It is composed of a piece of plexiglas with six
speakers inserted into its surface, surrounding a printed checkerboard pattern. The
structured light scan point cloud of this object and the relative positions and
orientations of the microphone array, cameras, and projector is plotted in (b).

Fig. 5. Graphs (a) and (b) respectively show acoustic beamforming and CLEAN-SC
maps generated using the structured light scan shown in Fig. 4. A mean position
error of 6 mm was obtained.
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the center of the speakers. Excluding the speaker which was placed
behind the box, a mean speaker position error of 12 mm was ob-
tained for the 1/12th octave band centered at 6.8 kHz. Some addi-
tional errors were expected to be introduced by the box causing
scattering of the sound propagating to the microphones. To test
this, an additional set of ‘‘free-air’’ microphone recordings was
made, where the cube was removed but the speakers were left
undisturbed. Using the same 3D scanning surface as before, a mean
position error of 6 mm was now obtained with these ‘‘free-air’’
recordings.
4.2. Underbrink multi-arm spiral array

Acoustic imaging using structured light scans was also tested
using the Underbrink multi-arm spiral array. The setup is shown
in Fig. 8. The object being acoustically imaged was a board with
four speakers located behind holes drilled into the board. The
board was positioned at an angle to the microphone array. The
coordinates of the speakers, relative to the microphone array, are
given in Table 1.
A structured light scan was then made of the object, see
Fig. 8(b). The acoustic maps were then generated using these struc-
tured light scans, see Fig. 9. A mean speaker position error of 6 mm
was obtained for CLEAN-SC for the 1/12th octave band centered at
6.8 kHz. This mean error is half the diameter of the holes in the
board through which the sound propagated.

5. A comparison of the 3D method with the conventional 2D
scanning surface method

A comparison of the 3D method with the conventional (2D
scanning surface) method was then performed. This comparison
was achieved by using the same microphone data that was used
in Section 4.2. However, rather then using a 3D scanning surface,
four 2D scanning surfaces were used which were parallel to the ar-
ray. Each planar scanning surface was positioned so that it passed
through one of the speakers, see Fig. 10 for one example. This
meant that, for each plane, three of the speakers where offset from
the scanning surface (conventional 2D method) while one of the
speakers was not offset (equivalent to the 3D method used in this



Fig. 6. Photo (a) of a cardboard box with six speakers positioned against its surface.
The structured light scan of this object and the relative positions and orientations of
the microphone array, cameras, and projector are plotted in (b).

Fig. 7. Graphs (a) and (b) respectively show acoustic beamforming and CLEAN-SC
maps generated using the structured light scan of the cardboard box with speakers
on its surface shown in Fig. 6.

1 http://www.microsoft.com/en-us/kinectforwindows/.
2 https://www.leapmotion.com/.
3 http://click.intel.com/intelsdk/Default.aspx.
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work). This methodology enabled a comparison to be made of the
accuracy of the conventional 2D method with that of the 3D
method.

Fig. 10 shows the experimental 2D acoustic map obtained for
the scanning surface closest to the array. Table 2(a) and (b) respec-
tively give the position and sound pressure levels errors for each
speaker and each of the four planes. The diagonal elements corre-
spond the 3D method, while the off-diagonal elements correspond
to the 2D method with different amounts of offsets. The mean po-
sition error for the diagonal element (3D method) was 6.6 mm.
However, for the off-diagonal elements (2D method), the mean po-
sition error was 57 mm and the mean reduction in sound pressure
level was �4 dB. As the offset of the 2D scanning surface from the
speaker increased, the error in the position and magnitude of the
sound sources increased.

This can be explained in terms of increased beamforming phase
error with increased offset of the scanning surface from the sound
source location. Using perspective projection, one may use Eq. (10)
to calculate a theoretical scan point where a peak in the 2D acous-
tic map should occur due to a sound source located at X

!
s.

Table 3(a) gives the offsets of the four speakers from the corre-
sponding points ~np in the four sets of 2D scanning surfaces.
Table 3(b) shows the resulting mean theoretical beamforming
phase error that results from these offsets calculated using Eq. 9.
The near zeros phase errors for the diagonal (3D) elements indi-
cates that constructive interference was occurring during beam-
forming for the 3D case. However, the phase errors of nearly p
for the off-diagonal (2D) elements which had the most offsets indi-
cates that a high degree of destructive interference was occurring
during beamforming for these (2D) elements.
6. Possible extensions

To obtain realtime scans of moving objects, techniques such as
color coding structured light scanning could be used. Alternatively,
new 3D scanning technology which has become available since
this work was started could be used. This includes the Xbox Kinect1,
the Leap Motion2, and a low cost time of flight camera from Intel3.
The ability to obtain real-time 3D surface scans of the surface of
an object is becoming cheaper and more easily available. Future
work would incorporate sensors such as these into a microphone ar-
ray for real-time 3D surface acquisition for acoustic imaging.

A draw-back of using a standard structured light system is that
the scan has a limited field of view. For imaging enclosures, such as
the interior of a car, one might wish to image the full interior. Mul-
tiple camera/projector pairs which cover the entire field of interest
could be used or an omnidirectional system could be investigated.

http://www.microsoft.com/en-us/kinectforwindows/
http://https://www.leapmotion.com/
http://click.intel.com/intelsdk/Default.aspx


Fig. 8. Photo (a) showing the experimental setup combining an Underbrink multi-
arm spiral array with a structured light scanning system. The object being scanned
is a board with four speakers positioned behind holes. The resulting structured light
scan, shown in (b), is used for acoustic imaging.

Table 1
Speaker coordinates relative to the microphone array for the setup shown in Fig. 8.

Speaker no. x (m) y (m) z (m)

1 �0.353 0.081 0.780
2 �0.159 0.077 0.987
3 0.032 0.073 1.199
4 0.219 0.070 1.414

Fig. 9. Beamforming (a) and CLEAN-SC (b) 3D acoustic maps for the Underbrink
multi-arm spiral array generated using structured light scan points. The mean
position error is 6 mm.

Fig. 10. Beamforming (a) and CLEAN-SC (b) 2D acoustic maps generated using
traditional 2D scanning surfaces for the Underbrink multi-arm spiral array. To
demonstrate the position and orientation of the 2D scanning surface relative to the
object being scanned, the structured light point cloud has also been included.
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A single projector/camera scanner system could be attached to a
robotic device allowing it to be rotated using software. A more
ideal scenario, however, might be to use a computer vision code
that allows the array, and hence the structured light scanner, to
be moved about an object or enclosure and a 3D surface could then
be built up as the array is moved [31].

Microphone arrays are commonly used for wind tunnel aeroa-
coustic testing. The technique presented in this paper may provide
added value in these measurements, as wind tunnel models can
deform in the wind (for example, the wings of aircraft scale mod-
els). However, the aeroacoustic noise may not propagate from the
surface of the object but instead propagate from some point in the
wake of the object. Just acoustic imaging over the surface of the ob-
ject might, therefore, miss these aeroacoustic sources. A solution to
this could be to include a grid of scan points surrounding the sur-
face geometry obtained using the structured light scan. This should
allow these aeroacoustic sources to be imaged.



Table 2
Table (a) shows the experimentally measured CLEAN-SC position errors in mm for four
speakers and four sets of 2D planes. The corresponding reduction in the CLEAN-SC
sound pressure levels in dB is given in Table (b) relative to that obtained using the 3D
structured red light scanning surface technique. The diagonal (bold) components
correspond to the 3D case with minimal offset, while the off-diagonal elements
correspond to conventional 2D planes with different amounts of offset from the
speakers.

Speaker no. 1 2 3 4

(a)
Plane 1 9.5 10 110 120
Plane 2 38 2 8.5 7
Plane 3 94 6 6.5 2.5
Plane 4 210 75 5 8.5

(b)
Plane 1 0 �4.4 �10.8 �9.0
Plane 2 �2.8 0 �5.0 �9.1
Plane 3 �4.4 �0.4 0 �2.5
Plane 4 �2.1 �2.0 0.5 0

Table 3
Table (a) gives the offset in mm of four sound sources relative to four 2D planes.
Table (b) gives the corresponding mean theoretical beamforming phase errors. The
diagonal (bold) components correspond to the 3D case with minimal offset, while the
off-diagonal elements correspond to conventional 2D planes with different amounts
of offset from the speakers.

Speaker no. 1 2 3 4

(a)
Plane 1 2.76 209 418 641
Plane 2 213 1.50 213 433
Plane 3 424 215 1.08 218
Plane 4 639 434 215 1.45

(b)
Plane 1 0.01p 0.35p 0.60p 0.77p
Plane 2 0.38p 0.01p 0.25p 0.42p
Plane 3 0.90p 0.24p 0.01p 0.18p
Plane 4 1.32p 0.42p 0.18p 0.01p
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7. Conclusion

A new technique has been presented which automatically gen-
erates the 3D surface geometry of an object for acoustic imaging
using structured light scanning. The technique uses one or more
cameras in the microphone array and a data projector to form a
structured light scanning system. The structured light scans are
then used as a scanning surface for 3D acoustic imaging using
the microphone data. The advantages of this method are that it
provides a relatively simple add onto most existing microphone ar-
rays, is robust, inexpensive, and fast. Extensions are suggested
which would allow the method to be extended to 3D acoustic
imaging of dynamic scenes. This technique was tested with a
spherical array and an Underbrink multi-arm spiral array. A mean
position accuracy was obtained for CLEAN-SC of 6 mm, which is a
quarter of the diameter of the speakers used. A comparison be-
tween the accuracy of CLEAN-SC for these 3D scanning surfaces
and traditional 2D scanning surfaces was made for the spiral array.
The measured position and magnitude of sound sources obtained
by CLEAN-SC using the 2D scanning surfaces was shown to provide
an increase in the error as the offset of the sound source location
from the 2D scanning plane increased. The position error was as
large as an order of magnitude bigger than that obtained using
the 3D method.
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