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A Combined Microphone and Camera Calibration
Technique With Application to Acoustic Imaging

Mathew Legg and Stuart Bradley

Abstract— We present a calibration technique for an acoustic
imaging microphone array, combined with a digital camera.
Computer vision and acoustic time of arrival data are used to
obtain microphone coordinates in the camera reference frame.
Our new method allows acoustic maps to be plotted onto the
camera images without the need for additional camera alignment
or calibration. Microphones and cameras may be placed in
an ad-hoc arrangement and, after calibration, the coordinates
of the microphones are known in the reference frame of a
camera in the array. No prior knowledge of microphone positions,
inter-microphone spacings, or air temperature is required. This
technique is applied to a spherical microphone array and a
mean difference of 3 mm was obtained between the coordinates
obtained with this calibration technique and those measured
using a precision mechanical method.

Index Terms— Camera, microphone, array, array shape,
calibration, acoustic.

I. INTRODUCTION

OPTICAL cameras are commonly attached to micro-
phone arrays for applications such as generating acoustic

images of sound sources on an object, for conference room
applications, and for underwater sonar imaging. These applica-
tions generally require the coordinates of the microphones, the
position and orientation of the cameras, and the speed of sound
to be known. For example, acoustic maps may be generated
from microphone array data using delay and sum beamform-
ing and image sharpening (deconvolution) algorithms [1]–[5].
Errors in the acoustic map occur if the microphone coordinates
and speed of sound are inaccurate. The required accuracy
of the microphone coordinates scales with wavelength and
so increases with audio frequency. Commonly, an eigenvalue
calibration technique, developed by Dougherty [1], is used
to correct for errors in the speed of sound, microphone
phase, and microphone position. However, this calibration
algorithm requires prior knowledge of the microphone coordi-
nates. Underbrink [6] states that, for higher frequencies, this
calibration technique requires the microphone position to be
known with an accuracy better than 2.5mm.
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The microphone coordinates may be known with some accu-
racy if, for example, the array structure is built using a milling
machine or laser cutter. If this is not the case, the coordinates
of the microphones will need to be measured. Microphone
coordinates may be obtained using manual methods. Birchfield
et al. obtained the distance between microphones in an array
with a tape measure and used multidimensional scaling to
obtain the coordinates of the microphones [7], [8]. This
method becomes very difficult as the number of microphones
in an array increases. An array having M microphones would
require M(M − 1)/2 measurements of the distance between
microphones. An alternative method is to use measurement
tools such as a Faro-arm, a laser scanner, survey equipment [9],
or a sonic digitiser [6]. Such equipment, however, is costly and
often is not a practical option.

Even if the microphone positions are known accurately,
there may be some phase differences between microphones.
This will give the same effect as microphone position errors.
Rather than finding the geometric coordinates of the micro-
phones, more accurate results will generally be achieved if
“acoustic microphone coordinates” are obtained, which allow
for these phase errors. An automatic method for obtaining
microphone positions using acoustic methods is, therefore,
desirable.

Calibration techniques that obtain the coordinates of micro-
phones in an array are commonly referred to as array shape
calibration. Array shape calibration methods have been devel-
oped using sound sources where the source positions are
unknown [10]–[23]. This type of calibration method is referred
to as self calibration. A problem with self calibration tech-
niques is that the microphone position errors are generally
too large for high frequency beamforming measurements.
To address this, Dobler et al. [24] developed a technique which
increases the number of sources to 50 - 100 using a taser
(spark generator). Time difference of arrival measurements
were obtained using a reference microphone and an iterative
method was used to obtain both microphone and sound source
locations. After calibration, an accuracy of better than 2mm for
a 2D array and 4mm for a 3D array was achieved. However, as
with other self calibration methods, the microphone positions
are obtained relative to each other, so are in an arbitrary
reference frame.

Array shape calibration techniques, which use sound sources
at known locations, have also been developed [25]–[28].
These techniques do not result in arbitrary reference frames.
However, they require bulky calibration rigs and the number
of sound sources, and hence the accuracy, is limited to the
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number of sources in the calibration rig. Lauterbach et al. [29]
used 8 tweeters at known locations in a panel. To increase
accuracy of the measured source locations, the sound from
the tweeters is funnelled through conduits inserted into the
panel. Microphone position errors of the order of 1mm could
be achieved. The error in microphone positions was shown to
decrease as the number of sources was increased.

Acoustic imaging microphone arrays often contain a camera
which is usually located at the centre of the array. None of
the previous array shape calibration methods have included
camera alignment or calibration. An acoustic map, generated
using the microphone data, is overlayed as a transparency
over the camera image. These are sometimes referred to as
“acoustic cameras”. Almost no literature was found relating
to the methods used to align the camera with the microphones
for such systems. Dougherty describes in Optinav’s Array 24
operation manual [30] a method of aligning a camera with
a beamformed map using manual rotation and translation of
coordinates in software. Camera distortion correction can also
allowed for. Bing et al. [31], [32] use two stereo cameras on
either side of a cross microphone array for acoustic holography
imaging. However, the method used to obtain the rigid body
transformation between the cameras and the microphone array
is unclear.

Alignment of the camera with the array is also used in
conference room literature. Cameras may be used to identify
the location of a person’s head. This information is then used
to “steer” the microphone array towards the person for speech
enhancement. Most conference room array literature found
assumed that the alignment between the camera and the array
was known. Some found the alignment but required that the
camera could see the array [33]–[36]. Ettinger et al. [37]
present a calibration technique for a system that automatically
steers a pan and tilt (PTZ) camera using an ad-hoc microphone
array. Rather than finding microphone coordinates it obtains
the relationship between the time differences of arrivals of
microphones and the pan and tilt angles of the PTZ camera.

Calibration methods have also been developed for “opti-
acoustic sensors” which merge an ultrasound sonar device
with cameras for underwater object imaging. The parameters
relating the cameras to the sonar devices were determined
using computer vision techniques [38]–[43]. A sonar scan
made over a checkerboard has also been used [44], [45]. These
devices differ from microphone phased arrays, which do not
transmit sound but only listen to the sound emitted by objects
and have very low spatial resolution in the direction along the
array axis.

A. Motivation for New Calibration Technique

The calibration technique presented in this work was devel-
oped at the University of Auckland as part of research compar-
ing 2D and 3D acoustic imaging methods [46], [47]. This work
combined computer vision and microphone array techniques
and, therefore, required accurate knowledge of microphone
coordinates and the position and orientation of any cameras in
the array. The initial calibration of the microphone arrays and
cameras was done using a manual process. The microphone

Fig. 1. Photo of a 72 element spherical microphone array containing three
cameras which was used to test the calibration technique.

coordinates for a 2D array had been obtained using the CAD
model used to build the array panel, while those for a 3D
spherical array, see Figure 1, were obtained using a Faro-Arm1.
In both cases, however, the uncertainty in these microphone
coordinates was considered to be too large. Careful labelling
of each microphone and holder ensured that microphone coor-
dinates were always associated with the correct microphone.
The main camera in an array was initially roughly positioned
in the array structure. A speaker was then setup approximately
a meter in front of the array. The microphone coordinates were
then incrementally rotated and translated in software until the
main peak in the beamformed/deconvolution map overlaid the
speaker in the camera image for a range of speaker positions.
This calibration process was time-consuming, however. It was
also very difficult to determine if a position error in an acoustic
map was due to errors in the speed of sound, the coordinates
or phase of microphones, the alignment of the cameras with
the array, or due to scanning the array over specified 2D
or 3D scanning surfaces. An automatic calibration technique
was, therefore, desirable which combined microphone and
camera calibration and which ideally did not require any prior
knowledge of microphone or camera positions or the speed
of sound. No existing calibration technique was found in the
literature which fulfilled these requirements.

In this paper, we will present a calibration technique that
combines camera calibration with microphone position cali-
bration. Microphones and cameras may be placed in arbitrary
positions and orientations. No a priori information about
microphone or camera positions is required. A small calibra-
tion rig is used which consists of sound sources surrounding a
checkerboard pattern attached to a piece of plexiglass. The 3D
coordinates of the sound sources are obtained, in the reference
frame of a camera, using information obtained during camera
calibration. These sound source locations, combined with Time
of Flight (TOF) data, are used to obtain the microphone
positions in the camera’s reference frame. We have applied

1www.faro.com/gage/
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Fig. 2. Diagram illustrating the pinhole camera model. It is usual to ignore
the inversion of the image and to instead assume that an non-inverted image
is formed on a virtual image plane at a distance fo in front of the camera.

Fig. 3. Example of camera distortion. Both radial and tangential distortion
can be seen.

this technique to a spherical array and have found a dis-
tance difference of 3mm compared to those obtained using a
Faro-Arm.

II. COMPUTER VISION THEORY

The most basic model of a camera is the pinhole camera.
Light passes through a pinhole and forms an inverted image
on the screen a distance fo behind. A right handed camera
reference frame is defined such that the origin is at the pinhole,
the X and Y axes are parallel to the image plane and the Z
axis points outwards, see Figure 2. Consider light propagating
from a point P having 3D coordinates

�X =
⎡
⎣

X
Y
Z

⎤
⎦ (1)

defined in this camera reference frame. This light would form
an image at point P on the image plane having 2D coordinates

�x = fo �xN (2)

where

�xN =
[

X/Z
Y/Z

]
=

[
x
y

]
. (3)

All depth information is lost in the projection.

Instead of a pinhole, real cameras contain lenses which
introduces distortion, see Figure 3. One commonly used fifth
order distortion model, which assumes radial and tangential
distortion [48]–[50], may be described by

�xd =
(

1 + ζ1 R2 + ζ2 R4 + ζ5 R6
)

�xN + �δx (4)

where

�δx =
[

2 ζ3 x y + ζ4 (R2 + 2 x2)
ζ3 (R2 + 2y2) + 2 ζ4 x y

]
, (5)

ζ is a (5 × 1) array of radial and tangential distortion
coefficients and R = √

x2 + y2. For many cameras, a first
order distortion

�xd =
(

1 + ζ1 R2
)

�xN , (6)

is often sufficient.
Modern cameras obtain a digital image using pixel sensors.

Each pixel may have a different size in the X and Y axes
directions. The alignment of the sensors in the direction of
these axes may not be at right angles but be skewed by an
angle αc. Also, the convention is to define the top left pixel
as the origin of the pixel coordinate system. Therefore, the
light from point P will be projected to a point P having pixel
coordinates

�p =
[

fc 1 ( �xd1 + αc �xd2) + cc 1
fc 2 �xd2 + cc 2

]
. (7)

where fc is the camera’s focal length in pixels and cc is the
pixel coordinates of the center of projection. The parameters
fc, cc, αc, and ζ are referred to as the intrinsic parameters of
a camera and describe the projection of 3D coordinates, in the
camera reference frame, into 2D pixel coordinates.

A. Extrinsic Parameters

In the previous section, the 3D coordinates for point P were
defined in the camera reference frame. In practice, it is usually
more convenient to define the coordinates in some ‘real world’
reference frame. In order to convert the coordinates from a
‘real world’ reference into the camera reference frame, the
rigid body rotation and translation

�X {CamF} = R �X {RWF} + �T . (8)

may be used where R is a (3 × 3) rotation matrix and �T
is a (3 × 1) translation vector. Together R and �T define the
transformation from the ‘real world’ reference frame into the
camera reference frame and are referred to as the extrinsic
parameters of the camera.

B. Camera Calibration

Camera calibration seeks to obtain the intrinsic parameters
( fc, cc, αc, and ζ ) and extrinsic parameters (R and �T ) of a
camera. A commonly used calibration technique uses images
obtained of a checkerboard image from different positions
and orientations [49]–[51]. Between 10 and 20 images of a
checkerboard pattern are often used. For each image, the pixels
corresponding to the checker pattern corners are obtained.
These combined with the dimensions of each checker square
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Fig. 4. Diagram illustrating the coordinates of acoustic imaging scan point
coordinates �ξ and microphone coordinates �Xm defined in a “microphone
array reference frame”. These coordinates may be converted into the camera
reference frame using a rigid body transformation.

are used to obtain the calibration parameters. For each image,
the extrinsic parameters R and �T of a camera are obtained.
These describe the camera’s position and orientation relative to
the checkerboard ‘real world’ reference frame. This reference
frame is right handed and is usually defined such that one
extreme inner corner is the origin, X and Y axes lie in the plane
of the board and are aligned with the checker pattern such
that Z points out of the board, see Figure 7. This calibration
method may also be used for stereo camera calibration where
the extrinsic parameters required to convert between two or
more cameras may be calculated. This is required for stereo
triangulation techniques [52], [53]. Refer to works by [54],
[55], and [56] for more details.

III. PROJECTION OF AN ACOUSTIC MAP ONTO A

CAMERA IMAGE

Algorithms such as delay and sum beamforming may be
used to generate an acoustic map from microphone data. These
algorithms generally use time delays which may be calculated,
in the near-field, using

�mn = ‖ �Xm − �ξn‖
c

(9)

where �Xm is the microphone coordinates, �ξn is the nth scan
point coordinates, and c is the speed of sound. Usually
the coordinates �Xm and �ξ will be defined in a traditional
“microphone array” reference frame. For a planar microphone
array, this reference frame is generally defined to have its
origin at the centre of the array, the X and Y axes in the
plane of the array, and has the Z axis pointing outwards from
the array, see Figure 4. The acoustic map may be plotted as
a transparency over the camera’s image. This requires that
the acoustic map coordinates are converted into the camera
reference frame. This could be achieved by placing the camera
at the center of the array and physically rotating the camera
until the camera and microphone reference frames are the
same. This process can be time consuming. A more general
method is to convert the microphone coordinates into the

Fig. 5. Photo of calibration rig used to calibrate cameras and the coordinates
of microphones. It consists of six speakers surrounding a checkerboard pattern
attached to a sheet of plexiglass.

camera’s reference frame using

�ξ {CamF} = Rm �ξ {MicF} + �Tm,

where Rm and �Tm are respectively a rotation matrix and a
translation vector. The parameters Rm and �Tm are the extrinsic
parameters of the camera relative to the microphone reference
frame.

The camera intrinsic parameter ζ , which describes lens
distortion, may be used to undistort a camera image. The coor-
dinates �ξ {CamF} may then be projected onto undistorted camera
images using Equation (7) and the intrinsic parameters fc, αc,
and cc, see Section II. Therefore, the calibration parameters
required to generate an acoustic map and accurately project it
onto a camera image are

• Microphone coordinates �Xm .
• Extrinsic parameters Rm and �Tm describing transforma-

tion between the microphone array and camera reference
frames.

• Camera intrinsic parameters ( fc, cc, αc, and ζ ).
• Speed of sound c.

IV. MATERIALS AND METHODS

A. Microphone Array

The microphone array, that was used to test the calibration
technique, consisted of 72 microphones in a spherical array
structure, see Figure 1. The microphone data are simulta-
neously sampled at 96 kS PS using three Data Translation
DT9836 and six DT9816 boards. Three cameras were attached
to the array: a small one at the front and one at either side.

B. Calibration Rig

A calibration rig was laser cut from plexiglass plastic
and six 26mm diameter speakers inserted into the surface.
A printed checkerboard pattern was glued over the top, see
Figure 5. The coordinates of the speakers, relative to the
checkerboard speaker pattern, are given in Table I. Each
speaker was connected through cables to one of the analog
outputs of Data Translation DT9836 boards. These analog
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TABLE I

SPEAKER COORDINATES IN CHECKERBOARD REFERENCE FRAME

Fig. 6. Setup for obtaining the 3D coordinates of the reference microphone
in the camera’s reference frame. This was used for automatic speed of sound
measurements.

outputs were synchronised to the analog inputs using an
external clock and trigger. This ensured that a repeatable signal
was able to be played and recorded. This calibration rig was
attached to a tripod.

C. Data Acquired for Calibration

The first step in data acquisition was to obtain a reference
recording for each speaker. This was obtained by placing a
reference microphone about 2mm from the surface of the
speaker and simultaneously playing and recording a short burst
of maximum length sequence white noise. The reference signal
was to be used later for time of flight calculations.

If automatic speed of sound measurements were to be made,
the reference microphone was then placed on a stand in front
of the array just outside the view of the camera. The corner
of the checkerboard calibration rig was placed at the centre of
the microphone, see Figure 6, and a camera image obtained of
the checkerboard pattern. This image was later used to enable
the 3D coordinates of a reference microphone to be obtained
in the camera’s reference frame.

The checkerboard rig was then removed and setup in view
of the camera. A camera image of the checkerboard was
then taken. For each speaker in turn, a burst of white noise,
identical to that used for the reference recording, was played
and simultaneously recorded on all microphone channels.
A separate recording file was created for each sound source.
This process was repeated for a range of positions and
orientations of the calibration rig.

Fig. 7. Plot showing how the camera’s extrinsic parameters may be obtained
from an image of a checkerboard pattern. These may then be used to convert
the 3D coordinates of the speakers from the checkerboard reference frame into
the camera reference frame. The camera’s intrinsic parameters may then be
used to project the speaker positions onto the camera image (coloured dots).

Fig. 8. Plot showing the 3D position and orientation of the checkerboard (blue
grid) on the calibration rig and the coordinates of the six speakers (coloured
dots) relative to the three cameras in the spherical microphone array. Note
that the reference frame used in this plot is that of the front camera.

D. Camera Calibration

The camera calibration intrinsic parameters ( fc, cc, αc, and
ζ ) were obtained using the images of the printed checkerboard
pattern and Bouguet’s [50] MATLAB Camera Calibration
Toolbox, see Section II-B. For each camera image of the
checkerboard, the position and orientation of the camera rel-
ative to the checkerboard were obtained. These positions and
orientations are referred to as the camera’s extrinsic parameters
(R, �T ). If more than one camera partially share the same
field of view, stereo calibration was then performed. Other
software such as openCV [49] could have been used instead
of Bouguet’s toolbox.

E. Obtaining 3D Coordinates of Sound Sources and Reference
Microphone Using a Camera’s Extrinsic Parameters

The 3D coordinates of the speakers in the calibration
rig may be obtained in a camera’s reference frame using
the extrinsic parameters obtained during camera calibration,
see Figures 7 and 8. For each camera image, the extrinsic
parameters R and �T will be obtained. If the coordinates of
a speaker in the checkerboard ‘real world’ reference frame
are �Xs {RWF} , the coordinates of the speaker in the camera
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Fig. 9. Coordinates of sound sources (magenta dots) and reference micro-
phone (black dot) relative to the three cameras in the microphone array.

reference frame will be

�Xs {CAMF} = R �Xs {RWF} + �T . (10)

This is performed for each speaker and each camera image to
generate a point cloud of speaker coordinates, see Figure 9.
The same technique was used to obtain the 3D coordinates of
the reference microphone.

F. Time of Flight

A time of flight measurement was then obtained for each
sound source location and each microphone in the array. The
time difference of arrivals of signals between two microphones
may be measured from the cross correlation of the microphone
signals. The General Cross Correlation (GCC) is given by

Rm,m′(τ ) =
∫ +∞

−∞
�m,m′(ω) Um(ω) U†

m′ (ω) exp(iω τ) dω

(11)
where � is a function that allows filtering prior to peak
detection [57]. If � = 1, then the standard cross correlation
function is obtained. The time difference of flight is obtained
by obtaining the peak in the cross correlation

�m,m′ = arg maxτ

[ Rm,m′(τ )
]
. (12)

Reference microphone recordings of the speakers had been
made so that time of flight, rather than time difference of
arrival, could be measured. For a given microphone recording,
the delay between the microphone recording signal and a
reference microphone recording �m,mre f , was obtained using
sub-sample delay estimation code written by a colleague
[58], [59]. This iterative method fits the peak of a standard
cross correlation to achieve sub-sample time delay measure-
ments. Figure 10 shows an example of time delays obtained
using this method for a single sound source and 72 micro-
phones.

The theoretical time of flight (TOF) from a sound source at
�Xs to a microphone at �Xm may be given by

�m,s = ‖ �Xm − �Xs‖
c

. (13)

In reality, an extra term δ( �Xm , �Xs) could be added to allow
for any extra propagation time due to extra distance travelled
by the sound wave due to the microphone facing away from
the sound source or due to obstructions such as the array

Fig. 10. Example of time delays for a single sound source location obtained
for microphone position calibration.

Fig. 11. Speed of sound calculation using time of flight measurements and the
coordinates of sound sources and the reference microphone. These coordinates
were obtained using computer vision techniques.

structure or cables. Since all the sound sources used in this
work were located in front of the array, it was considered
that this effect would have minimal detrimental effect for the
acoustic imaging described in Section VI and was, therefore,
not addressed in this work.

G. Calculating the Speed of Sound Using TOF and
Computer Vision

The theoretical time of flight values given by Equation (13),
rely on accurate speed of sound estimates. These may be
obtained by measuring the temperature [28]. This, however,
requires a thermometer with an accuracy of the order of
±0.1° for accurate measurements. Dobler et al. [24] suggest
using measured distances between two or more microphones
to enable solving for the speed of sound. Another factor that
could lead to errors in Equation (13), is if the dimensions of the
checker pattern used for camera calibrations were inaccurate.
This could make the positions of the sources appear closer or
further away than they really are.

To correct for this, a method was developed for measuring
the speed of sound, which was automatically scaled by a
correction factor, which allowed for any error in the dimension
of the checker pattern. The position of a reference microphone
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is obtained in the camera reference frame using the method
described in Section IV-E. For each sound source, the Euclid-
ean distance is calculated from the sound source coordinates to
the reference microphone coordinates and the corresponding
time of flight values obtained. A least squares fit is then
performed to obtain the scaled valued of the speed of sound.
In Figure 11, an example of speed of sound measurements
is shown. The measured speed of sound obtained using this
method was 341.9 m/s with standard deviation of 0.1 m/s.

H. Maximum Likelihood Estimator

The microphone coordinates may be obtained using the
theoretical and measured time of flight values. A maximum
likelihood estimator may be defined as

�M L = arg min � [ J (�,�) ] (14)

where

J (�,�) =
∑

m

∑
s

(
�m,s(�) − �m,s

)2

ϕ2
m,s

(15)

is the cost function to be minimised, � are the suite of para-
meters to be estimated and ϕm,s is a weighting value related to
the noise [15]. The parameters to be estimated are microphone
coordinates and fine tuned sound source coordinates. If an
initial estimate of the microphone coordinates is known, then
the rotation and translation vector between the camera and
microphone reference frame also need to be obtained. To allow
for this, the microphone coordinates in the camera reference
frame are defined as

�Xm {CamF} = Rm �Xm {MicF} + �Tm .

Rather than using the rotation matrix, a rotation may
be expressed in terms of a (3 × 1) rotation vector �� =
[
x ,
y,
z]ᵀ

, where each component describes the amount
of rotation around a given axis. R may be calculated from
�� using Rodrigues’ formula

R = I3×3 cos(‖ ��‖) + [�] sin(‖ ��‖)
‖ ��‖ + �� ��ᵀ 1 − cos(‖ ��‖)

‖ ��‖2

(16)
where

� =
⎡
⎣

0 −
z 
y


z 0 −
x

−
y 
x 0

⎤
⎦ . (17)

and I3×3 is a 3 × 3 identity matrix [53], [55]. Therefore, the
suite of parameters � to be solved for are �Xm , �Tm , ��m

(or Rm), and refined values of �Xs .

I. Algorithm Used to Find Microphone Coordinates

An iterative method is used to solve for the unknown
parameters by the minimisation given in Equation (14). This
method is based on the method described by Dobler et al. [24].
The entire process may be described by

1) Initialise Rm and ��m to [0;0;0];
2) Initialise microphone coordinates.

a) If approximate microphone coordinates are
known, these are used.

Fig. 12. Measured coordinates of microphones and sound sources relative
to the three cameras in the array.

i) Adjust ��m until a minimum of J (�) is
reached.

ii) Adjust �Tm until a minimum of J (�) is
reached.

iii) Repeat (i) to (ii) with decreasing step sizes
until an exit condition is met.

b) Else, if no a priori knowledge of the microphone
positions exist, initialise microphone coordinates
using random numbers.

3) Adjust �Xm for each microphone in turn until a
minimum of J (�) is reached.

4) Repeat 3 with smaller step sizes until an exit condi-
tion is reached.

5) Adjust �Xs for each sound source until a minimum
of J (�) is reached.

6) Adjust weighting of ϕm,s to decrease the effect of
sound sources which have the highest contribution
to J (�).

7) Repeat 3 to 6 with reducing step sized until exit
condition is met.

J. List of Parameters Obtained During Calibration

The parameters acquired during the entire calibration
process are:

• Camera intrinsic ( fc, cc, αc, and ζ ) and stereo extrinsic
parameters.

• Speed of sound.
• Microphone coordinates �Xm and extrinsic parameters �Tm

and Rm describing the rigid body transformation between
the microphone and camera reference frames.

• Sound source coordinates �Xs in the camera reference
frame.

V. RESULTS

Figure 12 shows the microphone and sound source coor-
dinates relative to the cameras in the array obtained using
this calibration method for the spherical array. No a priori
knowledge of the microphone coordinates had been used. The
microphone coordinates had been initialized to the coordinates
[0;0;0]. For the calibration described here, 140 positions of the
calibration rig were used giving 840 sound source locations.
Figure 13 shows the coordinates of the microphones and
cameras obtained by the calibration.

A. Difference Between the Microphone Coordinates and
Those Obtained by Faro Arm

These microphone coordinates were compared with those
obtained using the Faro-Arm. A mean Euclidean distance
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Fig. 13. Microphone coordinates relative to the cameras in the array.

Fig. 14. Mean calibration microphone coordinates error as a function of
number of sources for different ranges of distances of the sources from the
array camera. In the calibration process used, only the microphone positions
were adjusted. No optimisation of source locations was performed.

difference of 3mm (1/3 the diameter of the microphone
including microphone case) was obtained relative to Faro-Arm
measurements with a maximum difference of 11mm at the
back of the array behind the camera. The difference between
the two sets of measured coordinates could be partially due
to the extra time of flight required for the acoustic signal
to propagate to microphones facing away from the sound
sources or to propagate around parts of the array structure
or cables. If the microphone coordinates obtained using time
of flight were indeed different from the true geometric coor-
dinates, this does not necessarily mean an error for acoustic
imaging/beamforming since it may be correcting for phased
differences due to these extra travel paths.

Further processing of the raw calibration data was per-
formed to investigate how the positions of the calibration rig
and the total number of calibration sound sources affect the
accuracy of the calibration results. Rather than making a single
calibration using all the sound sources, as had been done
previously, calibrations were instead repetitively performed
using an incrementally increasing number of sound sources
located within specific distance ranges from the array. For each
distance range, a mean calibration microphone position error
was calculated as a function of the number of sound sources

TABLE II

NUMBER OF SOURCES REQUIRED TO ACHIEVE A MICROPHONE POSITION

ERROR OF LESS THAN σ FOR SOURCES IN FIVE DIFFERENT RANGES OF

DISTANCES FROM THE ARRAY CAMERA. THIS TABLE USES DATA

PLOTTED IN FIGURE 14

Fig. 15. Acoustic map overlayed over camera image using calibration data
and a 3D scanning surface passing through the sound sources.

used. To reduce the processing time, the positions of the sound
sources were not optimised during the calibrations. Figure 14
shows the mean difference in the microphone coordinates,
compared to Faro-Arm measurements, as a function of the
number of sound sources for five distance ranges. In general,
the accuracy decreases as the sound sources are moved away
from the array and as the number of sound sources is reduced.
Table II summarises the results from this figure. While only
three sound source locations were required to obtain a mean
microphone position error of 10 mm, between 27 and 71 sound
source locations were required to achieve an accuracy of better
than 4.5 mm. The distance range of 0.6 to 1.0 m provided the
lowest overall errors.

The estimates of the error in the calibration have been
obtain using the Faro-Arm measurement of the microphone
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Fig. 16. Image from the camera to the left side of the microphone array
with a 3D CLEAN-SC acoustic map overlayed. The CLEAN-SC map was
generated using a 3D scanning surface passing through the sound sources.
This enables cameras to be placed at arbitrary locations relative to the array
and still achieve accurate registration of the acoustic map and camera image.

coordinates. However, it should be noted that there will be
some errors in these measurements. There will have been some
parallax error associated with the angle of the 6mm diameter
probe, at the end of the robotic arm, contacting the surface
of the microphone. This parallax error might be expected to
be negligible for some microphones but to increase to several
mm for some microphones such as those at the back of the
array. Also, during the Faro-Arm measurements, three of the
microphones coordinates had been measured a second time
and gave position errors of between 1 and 3.5mm compared to
the previous measurements. Some movement of the array may
have occurred during the measurements. The microphones
were designed to be removable from the lattice array structure
and were a firm slide fit into the microphone holders. Some
additional movement of the microphones could, therefore, also
have occurred during transport and experimental setup after
these measurements were made.

Future work should include experiments with arrays with
2D grid or linear patterns of microphones, where a better
estimation of the accuracy of the calibration method could be
achieved. These arrays would not have the issues with extra
propagation paths since all the microphones would be facing
in the same direction and there would be no obstruction due to
array structure or cabling. The microphone coordinates could
also be more accurately measured since one can use a milling
machine or a laser cutter. Also, if the array is made of a rigid
material, it should maintain its shape better than a lattice type
structure.

VI. APPLICATION FOR ACOUSTIC IMAGING

The accuracy of the calibration technique was next tested
in relation to its ability to accurately locate sound sources
using acoustic imaging [46]. For each position of the cal-
ibration rig, microphone recordings had been made where
a burst of white noise had been played on one speaker at
a time and then where uncorrelated white noise had been
played on four and then on six speakers simultaneously. Using

Fig. 17. Plot showing a beamformed map generated from experimental data
using a 2D scanning surface located behind the sound sources. The green lines
are rays passing from the location of the CLEAN-SC peaks in the acoustic
map and passing through the corresponding speaker coordinates. The rays
approximately cross at the center of the microphone coordinates. This shows
that the microphone array may be modelled as a perspective projection camera
where the center of projection is the center of the microphone coordinates.

an automated process, frequency domain beamforming and
CLEAN-SC deconvolution plots were then generated for each
microphone array recording. First cross spectral matrices G
were then generated using a data block length K of 4096 sam-
ples, an overlap of data blocks of fifty percent, and a Hanning
window. The cross spectral matrices were then summed into
twelfth octave frequency bands. These cross spectral matrices
were then calibrated using Dougherty’s eigenvalue calibration
method [1]. A beamforming acoustic map b was then gener-
ated in each twelfth octave frequency band using

b(�ξn) = w†(�ξn) G w(�ξn), �ξn = �ξ1 . . . �ξN (18)

where �ξn is the nth scanning point coordinate and w is
the array steering vector. The array steering vectors were
calculated using either

wm(�ξn) = 1

M
‖ �Xm − �ξn‖ exp(i ω ‖ �Xm − �ξn‖/c), (19)

or

wm(�ξn) =
exp(i ω ‖ �Xm−�ξn‖/c)

‖ �Xm−�ξn‖√∑M
m=1

1
(‖ �Xm−�ξn‖)2

, (20)

where ω is the angular frequency [3].
Deconvolution of these beamforming maps was performed

using CLEAN-SC [5], however, other deconvolution algo-
rithms such as DAMAS, DAMAS2, or TIDY [3], [4], [60]
could have been used. Beamforming and CLEAN-SC were per-
formed in an automatic process cycling through all recordings.
Figure 15 shows an example of a beamforming and CLEAN-SC
acoustic map. For each CLEAN-SC map, the peak magnitudes
bmax and their coordinates �ξmax in the CLEAN-SC maps are
obtained and used for error analysis.

A. 3D Scanning Surface Passing Through the Sound Sources

The 3D scan point coordinates �ξ were generated which
corresponded to the surface of the calibration rig. This was
achieved by defining a 2D grid in the checkerboard reference
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Fig. 18. The CLEAN-SC map was generated using a 2D scanning surface
located in front of the sound sources. Poor registration of the acoustic map
and camera images is achieved. This illustrates the need for camera to be at
the center of microphone coordinates if 2D acoustic maps, which do not pass
through the sound source locations, are to be plotted over the camera’s image.

frame and using the camera’s extrinsic parameters and Equa-
tion (8) to convert it into the reference frame of the main array
cameras in the array. Since the 3D scanning surface passed
through the speakers, a position error ε for a source located
at �Xs may be calculated as

ε = ‖ �Xs − �ξmax‖, (21)

where �ξmax is the coordinate of the corresponding peak in
the deconvolution map. A mean position accuracy of 6.6mm
was obtained for sound sources ranging from 0.5 to 3 m
from the center of the array in the frequency range of 5 to
15 kHz. This is remarkably accurate considering that this
is 1/4th the diameter of the speaker and comparable to the
scanning surface grid spacing of 6mm. This indicates that
the calibration method provided accurate results. A benefit
of using a 3D scanning surface which passes through the
sound source locations is that the cameras may be placed
at arbitrary locations relative to the array and still achieve
accurate registration of the acoustic and camera images to be
achieved, see Figure 16.

B. 2D Scanning Surfaces at an Arbitrary Location Relative
to the Sound Sources

Beamforming and CLEAN-SC acoustic maps were also
generated using traditional 2D scanning surfaces which were
offset from the sound source locations. Such an offset can
cause errors due to parallax/projection errors [4] or due
to incorrect focus (time delays) being used for beamform-
ing [46], [61]. Different types of projection were investi-
gated to find a relationship between the coordinates of the
CLEAN-SC peaks and the coordinates of the sound sources.
The projection method that gave the most accurate results
was perspective projection from the center of the microphone
coordinates, see Figure 17. This indicates that a microphone
array, which uses beamforming and deconvolution, may be
modelled as a perspective projection camera with the center
of projection being the mean of the microphone coordinates
[34] and a depth of field which is related to the acoustic
wavelength, the position of the sound source, and the offset of
the scanning surface from the sound source location [46], [61].
The implication of this is that, since an optical camera also
uses perspective projection, the camera should be located at the
center of the microphone coordinates if accurate registration
between the camera images and 2D acoustic maps are to be
achieved in the near-field. This is illustrated in Figure 18
where poor registration can be seen in the projection of the
2D acoustic map onto images captured by two camera which
are not located at the center of the array. Manufacturers of
“acoustic cameras” place their camera at the center of their
microphone arrays, apparently for this reason.

VII. CONCLUSION

We have presented a complete microphone/camera calibra-
tion technique. Microphones and cameras may be placed in
an ad-hoc arrangement. No prior knowledge of microphone
positions, inter-microphone spacings, or air temperature is
required. The coordinates of the microphones are obtained in
the reference frame of a camera in the array. This technique
was applied to a spherical array. Microphone coordinates
obtained had a mean Euclidean distance difference of 3mm
compared to those obtained using a Faro-Arm. This dif-
ference was half the diameter of the microphone capsule.
The calibration results were then applied to acoustic imag-
ing using beamforming and CLEAN-SC algorithms. A total
of 840 sound sources, located at distances ranging from
0.5 to 3m from the center of the array, were used to generate
acoustic images. These were shown to provide accurate results.
A mean position difference of 6.6mm of the sound source
coordinates in the acoustic maps was obtained compared to the
coordinates obtained using optical computer vision techniques.
This difference was 1/4th the diameter of the speakers and
comparable to the acoustic map grid spacing of 6 mm.
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